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Figure 3 shows other data systementities that interface with the TLCF. “External Data Sources”will
provide Level-O through Level-4 data products from non-EOSinstrumentsthat are neededfor MODIS
algorithm developmentandproductvalidation.~s is aone-wayha flow from the external source to

the TLCF.

It is the responsibility of the ScienceTeam Leader or Memks to initially obtain the external data
required to develop and validate their products.

Thecorrespondingdata flow diagram for a ScienceComputingFacility (SCF) is shownin Figure5. A
diagramshowing the expandeddefinition of dataflows betweenthe ECS and a SCF or the MOTCF are
given in Figure 6. Servicesto be providedto the MOTCF or SCFby the TLCF include (potentially) code
developmentfor the individual TeamMembex,porting of dataproduct codetkom the MOTCF or SCFto
PGS-compatiblefacilities, andtheintegrationof multiple TeamMemberalgorithmsinto a single,efficien~
operationalMODIS product generationsystem. Properorderingof dataproductgenerationwill minimize
data input requirementsand improve efficiency, i.e. if severalalgorithms requiring the sameinput data
arerun sequentiallywhile the datais retainedin memory,datais input ordy oncefor the entire procedure,
and not onceof eachindividual product algorithm.

3.0 TLCF AND SCF DEVELOPMENT PHASES

The MODIS Team Members will provide descriptions of their SCF%including lists of items they
have, and items they intend to acquire, and when they will be acquired.

The proposedTLCF developmentscheduleis primarily determinedby one key requirement related to
software integration and testing. Although the ECS is developing a PGS toolkit that is intended to
simulate the operational features of the PGS at the scientist’s local SCF, it is expected that full
cross-platform code portability finm the SCF to the PGS cannot be assured,and MODIS algorithm
integrationandtesting at the TLCF will bedoneusingfacilities fully compatiblewith theoperationalPGS.
The ability to develop code in a timely fashion dependson the PGS Toolkit being available. Since
algorithm integration and testing is critical to the timely completion of MODIS processingsoftwareby
the launch date,integration andtesting must begin assoonaspossible,andthe critical eventshapingthe
developmentscheduleis the availability of PGS-compatiblehardwareand software for TLCF use,along
with algorithms flom the ScienceTeam (at least in prototype form). ‘l%e ECS contract is not tQ be
awardeduntil January1S93;the PGS computing architecturemay not be determineduntil perhapsa year
later, and facility procurementwill likely add at least anothereight months of delay, so that, at besL a
PGS-compatiblefacility may fxst be availablein late-1994. Software integration and testing is critical
and shouldbegin on that date or as soonthereafteraspossible.

‘llw proposedfacility developmentscheduleis shownin Figure 7. As stat@ use of PGS-compatibleor
“mini-PGS” facilities(PhaseII) shouldbeginin late-1994.MostScienceTeamMemberswill be only in
thepreliminary stagesof testing at that time, andit is expectedthat a smallerPGSsystem or “mini-PGS”
will be adequateto meet requirementsuntil perhapsa few yearsbefore launck when developmentand
testing efforts will becomemore intensive,and a full-up PGS-compatiblesystemis required (PhaseIII).
Presentplans are to size the full-up TLCF to equalMODIS operationalprocessingrequirementsat the
PGS,i.e., in the absenceof integration andtest activity, the full-up facility would be capableof MODIS
operationalprocessingwith no supportfrom thePGS. Codedevelopmenttesting,validation, maintenance,
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speed storage devices We anticipate that the NASA Science Internet Office will upgrade the link between
the data processing facility and the software development facility tkom 1.5Mbps to a rate of 155Mbps-
600Mbps when links between SCFS and DAACS are upgraded.

Staffing in the Phase II TKF will include an operator, a system programmer, two programrnerhnalysts,
and one or more data technicians to sssist SCFS in monitoring the data quality of individual products on
a routine basis after launch. Each of these individuals will work full time on the MODIS project.

The hsrdware and software purchases for the TLCF from 1992 through 2001 are summarized in Tsble 3
for both the software development system and the main data processing systems housed in the TLCF.
Upgrades to workstations, personal computers and X-terminals needed to maintain an effective computing
systems are not listed in Table 3. We currently plan to upgrade, trade-in or replace workstations and
personal computers sfter 3 years of service to take advsntage of advances in technology. Advances in
technology, budgetary considerations, and experience gained in the software development processes for
MODIS may alter both the mix of workstations, personal computers and X-terminals purchased over the
years and the fkequency with which each is upgraded.

Table 3. Hardwsre, and software uurchases for MODIS TLCF from 1992 to 2001.

= I SoftSVareDevelopment I Data Proc System

1992 HP 9ooo/730(1)
2GB disk storage
64MB memory

CADRE TearnWork(3)
HP Softbench (3)
NCD X-terminals (3)
Macintosh Quadra (1)
Apple Lasenvriter (1)

SUNSparcserver
2GB disk
64MB memory

AIWINFO(1)
NCD X-term (1)
CALCOMP digitizer (1)
KODAK XL 7700 color hardcopy (1)
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1993 Sun SPARCstation (1) SGI IRIS
2GB disk storage R4000 based
128MB memory multi-pmcessor

HP 9000 (1) 40GB disk storage
128MB memory
6GB disk storage ‘1%0tape drives

SGI Indigo (1) 270GB jukebox with Exabyte 8500 drives
2GB Disk

80MB memory x-terminals (2)

HP Softbench (8)
SGI CASEvision (1)
Conjuration Mgmt Pkg
HP Laserjet III (1)
Apple Macintosh (1)
Dell 486 (1)
x-terminals (4)
Exabyte 8500 drive(1)

Software Development Data Processing System

1994 Sun SPARCstation (2) !,~-PG~,,

2GB disk storage 512KB memory
256MB memory 100GB disk

IBM R6000 (1) Sun SPARCstation (1)
256MB memory 256MB memory
2GB disk storage 6GB disk

DEC Alpha workstation IRIS Indigo (1)
2GB disk 80MB
256MB memory 4GB

UNIX workstation (1)
X-terminals (8) x-terminal (1)

high SpfXd laserprinter upgradeLaserwriter (1)
Color printer (1)
Personal computers (2) Personal computers (2)
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1995 UNIX workstations (S) Expand “mini-PGS”
with 256MB memory Add 512MB memory
and 2GB disk each Add 100GB disk

laser printer(1) UNIX Workstations (2)
x-terminal (1)

1996 UNIX workstadons (5) 20TB of near-line
laser printer(1) storage (E Systems

silo with 19mm
GigabitAec network cartridges)

Gigabit/see network

1997 UNIX workstations (2) Full-up PGS processor
lGFLOP or better
4GB memory
200GB disk

1998 UNIX workstations (4) Expand “Full-up” system
laser printers(2) Add 800GB disk

Add 4GB memory

UNIX workstations for
Q/C activities (2)

Publication quality
laser film writer (1)

1999 UNIX workstations(2) Expand “Full-up” system
Add 200GB disk

Expand near line storage
library by 200TB

:~ Systems will be purchased based on Upgrade “Full-up” system
needs of development teams upgrade processor

Add lTB disk

Expand near line storage
library by 200TB

2001 Systems will be purchased based on Decision will be made based on performance of
needs of development teams current “full-up” system and requirements
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APPENDIX A

DATA DICTIONARY FOR TLCF

{To Be Expanded}

DATA FLOWS

ALGORITHMS consist of the executable programs for science product generation, source code of these
executable programs, job control scripts, and algorithm documentation. Algorithms are the result of new
or updated science algorithms passing through the integration and test process, involving the scientist and
the PGS’S algorithm integration and test staff. After formal approval, algorithms are delivered by the PGS
to the DADS for storage, and are retrieved as needed to support product production. The DADS shall also
archive algorithms contributed as EOSDIS resources by other data centers. Algorithms shall be orderable
and distributed to authorized users. Some frequently used algorithms may also be kept on line in the PGS.

ALGORITHM UPDATES are delivered to the PGS’S integration and test environment by scientists at an
SCF. They represent changes to existing production algorithms, or a new algorithm to produce a new
Standard Product. Algorithm updates include the source code for the candidate algorithm, its associated
documentation, and a job step control skeleton. The source code will be compiled to form an executable
program suite as part of the integration and test process. The job step control skeleton contains
instructions that control the sequence of execution of, and the interchange of data between programs ftom
the executable program suite. Test data sets and calibration data should also be included

ANCILLARY DATA refers to any da@ other than Standard Products, that are required as input in the
generation of a Standard Product. This may include selected engineering data from the EOS platform,
ephemeris &@ as well as non-EOS ancillary data All ancillary data is received by the PGS from the
DADS.

CALIBRATION is the collection of data required to perform calibration of the instrument science da@
inslmment engineering da@ and the spacecraft or platform engineering data It includes pre-flight
calibration measurements, in-flight calibrator measurements, calibration equation coefficients derived tlom
calibration software routines, and ground truth data that are to be used in the data calibration processing
routine.

CORRELATIVE data are scientific data needed to evaluate and validate EOS data products.

DATA QUALIT’Y REQUEST is a request issued by the PGS to a scientist at an SCF to perform QA of
a particular product before future processing or distribution. A time window is applied to the request in
keeping with the production schedule.

DOCUMENTS are the hardcopy or digitized references or records about an instrument or the products
generated from its data lkse shall be archived at the DADS.
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INTERACTIVE SESSION DIALOG consists of messages that flow betweenascientistatanSCF andthe
PGS thatsupportgeneralcommunicationwiththeIntegrationandTest Service. This includeslogins,mail
messages,etc.

LO-L4 DATA PRODUCTS consist of LO Data Products horn the II%, the ADCS and ODCS, and L1-L4
Standard Products produced in the PGS.

L1-L4 SPECIAL PRODUCTS are special science data products consisting of LIA, LIB, L2, L3, and L4
which are produced at the SCFS. “fhese shall be archived at the DADS and distributed to authorized
requesters.

METADATA is data which describes the content form~ and utility of a Standard Product. It includes
standard metadata (i.e., algorithm and calibration numbers, size of produq date created, etc.),
algorithm-derived metadaa QA information Ikom the PI’s, summary statistics and au audit trail. Metadata
is received by each DADS with the corresponding data sets. DADS validates it physically, updates it with
inventory information, enters it into a distributed database (to which the IMS has access), and archives
it Metadata about special products produced at SCF shall be sent to DADS along with their associated
data products.

METADATA UPDATES are additional or changed metadata items relating to a previously delivered
product.

ON TIME QA is a response to a data quality request that is received within the established production
time window. It is received ikom a scientist at an SCF. It consists of data which will be used to complete
the QA fields of the metadata Overdue QA responses are sent directly to the DADS.

TEST PRODUCTS are science products generated by new or updated algorithms during the integration
and test period. Test products are delivered to scientists at an SCF.

TEST PRODUCT REVIEWS are evaluations of test products that are used to determine how to proceed
in the integration and test process for a new or updated algorithm. A review may indicate the need for
further algorithm refiwment, or it may indicate that a candidate algorithm is ready for formal adoption
into the production environment Test product reviews are received by the PGS fkom scientists at an SCF.
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